Assignment 3 Thomas Adam, Stephan Brumme, Haik Lorenz May 28", 2003
master, 1% semester, 135071, 702544, 702527

Problem 1

In the tutorial we discussed one modeling problem involving a TH-DTMC:

P-(1-p)
p-(1-p) @
1p 0 j= 1-p |
1p, p2
\
p? @
P
with transition matrix
1-p pti-p) p’
P=|1-p pll-p) p’
0 1-p p

where p [ (0,1) isa parameter. Show that:

= TheTH-DTMC isirreducible and aperiodic.
= Find the steady-state vector 77 = (ﬂ(o) , 77(1) , 77(2)) (this vector is guaranteed to exist since all finite,
irreducible and aperiodic TH-DTMCs are also positive recurrent).

A DTMC is irreducible if between any two of the t&ts of its state space exists a path that conleets.

Obviously, all three states of the given diagramdirectly connected except for state>2state 0 where a path

via state 1 exists.

A state is periodic if the only way to return tself is through paths of lengtk [d for some values ok and

a fixed value ofd >1. One can see on first glance in the diagram altoatthere are paths for each state

returning to themselves. Therefore, we gkt 1, a contradiction to the definition of the term fioelic”. If a
state is not periodic, then it is aperiodic. Ini#idd, the given DTMC is ergodic because it is apeic and posi-
tive recurrent (as defined above).

The steady-state vector ought to fulfill two basipiations:
n=nlP

N
1=)
—

The latter (called normalization condition) canrberitten in our case as:

1=rm+m +m,
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In the steady state the total flow out of a statedual to the total flow into that state. Basedtos property,
called flow balance, one can write flow balanceatiuns for any state of the process.

retaining

in out

Figure 1: Flow to and out of a state

The flow from a state to itself (retaining) belorwsth to the in- and out-flow and can be omittedrider to
further simplify the formulas:

Z(i”j 7)= Z(OUti DT])

all states | all states |
m 0 Zinj = Z(outj DTj)
all statesj#i  all states j#i

However, solvingZt = 71[ P seems to fabricate usually shorter formulas. Wevade now:

n, =(1-p)in, +(1-p)in
m = pl{l- p)t, + pl- p) Oz + (1- p)Or,
m= pZDT0+p2DT1+pDT2

First, we expresgdt, in terms of 77; :

7, = (1~ p)in, +(1- p)in,
p L, :(1_ p)DTl

1-
7T, :Tpm

Now, we repeat the same procedure fgrand apply the knowledge gained recently:

n, = pl(L-p)in, + pl(L-p)im +(1-p)in,
(1-pti- p))O7 = (1- p)* 07, + (1- p) O,

plr =(L- p)Lr,
1-
L= d Lz,
Y
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The normalization condition gives:
l1=n,+n +n,
2
1- 1-
1:(—'0] 7, += P, + 7,
Y p
1

2
(1_ p) +1_ p+1
P

T, =
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Hence, the steady state vector is of the form:

ﬂz(@rpf i-p)p P ]

p’-p+l p’-p+l p’-p+l
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Problem 2

(Modeling Problem) Consider a computer system with two identical processors working in parallel. Time is
slotted. The system works according to the following rules:

* In each time slot at most one new task arrives, which happens with probability a [ (0,1) per dot. Task

arrivals are independent.
= If one processor is available, the task isimmediately started at this processor.
= If two processors are available, the task isimmediately started on processor 1.
= If both processors are busy, thetask islost.

* Asingle processor ends a task in a slot with probability [, the tasks are independent. (Hence, the event

that both processors end their tasksis given by ,82). Ended tasks |eave the system.
= Ifanewtaskarrivesin a dot where at least one processor ends a task, the task will be served.
Develop a TH-DTMC model for this system. Let the state variable X,, denote the number of busy servers

during time slot N.

= Draw adiagram showing the possible state transitions.
»  Find the state transition probabilities and give the state transition matrix P.
= Find the steady-state vector.

2
* For a = [ = 001 compute the steady state vector and the mean utilization Zi 1)
i=0

At first, there are four different possibilities pfocessor loads. In the diagram below (FigurehB left side
corresponds to processor 1 while the right sideesponds to processor Phe diagram does not represent the
actual state transition diagram. In other words: it only attempts to offer an §aaccessible view on the issue.

no arrival

0/0

one arrival . no arrival & one finished

no arrival & one

finished

/o arrival &

p both finished
no arrival & none finished N
T )
one arrival & one finished v

no arrival & none finished

one arrival & one finished

noarrival &
one finished
or
one arrival\&
one arrival & none finished ~I:<01h finished

o aryival & one
finished

/" one arrival & none finished

symbols:

) a - tasks processed by processor 1

7 b - tasks processed by processor 2

one arrival & one finished

or note: at most 1 task can be served by each processor

no arrival & none finished
or

one arrival & none finished

(task lost !)

Figure 2: Overview
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Indeed, we are looking for a state transition diagrwhere each state stands for a unique numbexsks t
currently processed by the system. In Figure 1 hese the colors depending on the number of taskgoosly,
the green states 1/0 and 0/1 can be grouped repti@rcomplexity of the problem to just three state

One has to be careful when finding the state ttimmsiprobabilities: it is allowed that two tasksale the
system at the same time. Therefore:
P notasksarrives’] = (1- a)
Pl{"onetasksarrives"] =a
Pi" notasks finishes'] = (1- B)°
Pi[" onetasks finishes’] = (1- 8) (B
Pil" twotasks finish'] = 42

It is said that arrivals are independent and fimighiasks is as well. So it seems to be quite &aggather all
state transition probabilities in a diagram aslad f

1-a
« 0
A 3
o (1-a)p
- p? @ o+ (1-a) (L-P)
L a@-p)  opr+21-a)B-p)

@

(1-B)*+20B (1-P)
Figure 3: State transition diagram

Now that we have the state transition diagram (féidl) the 3x3 state transition matdX is as follows:

1-a a 0
P=| l-a)B  aB+(-a)d1-p) afi-pB)
(-a)B* ap?+2tfi-a)Btli-B) (- B) +2aB80L-B)
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However, the steady state vector turns out to b& more complex than the one we found in probleonl
page 3:

=(1-a)tr, +(1-a)B Uy, + (- a) (B O,
7, = am, +(ap +(1-a) - B)) o, + (ap? + 201 o) B - B)) i,
7, = a - B) g + (- B + 2081~ B))

The last formula is solved first:

m, =ati- f), + (- B) + 206 - B))
b- (- BY +208 - B))m, =a th- B)
afl-p) .
28-B°+201-B)
all-p)
T p2-pr2ati-p)

5 =

2

And the same goes foff;, :

7, =(1-a) 0, +(1-a) (B 0, + (1-a) (B O,
O'DTOZ(l—O')EBDTl+(1—O’)EB2 (17,
o, =(1-a) (B0 +(1-a)B* = all-p)

5-p+2ati-p)
7, = 1[E(1 a) B+ apfl-a)di- ﬂ)jDTl

2-B+2a{l- B)
1 aDB a[ﬂl ,6’ O
"2-proatfi-p)) "

Applying the normalization condition:

1=n,+n, +n,

_(-a Dg afi-p) a{i-B)
Eﬁ 2-p+2al- ﬁ)]m g proati-p)

_ L-a ) B .\ afi-p) .\ a [{1- p)
1'”1EE1 Eﬁl 2-ﬁ+20E(1-,6’)] ﬁE(Z-ﬁ+2aE(1-,6’))J
,,z(“(l—a)w L-a)pi-p) | afi-p) J

. a  2-p+2aii-p) BU2-p+2a{i- )

Eliminating most of the brackets simplifies therfalas a lot, as seen on the next page.
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However, the steady state vector takes up quiteesgpace — we are forced to show the transpos#& of
otherwise we would need to switch to A3 paper ditaybe some optimizations are left we did not disco/et:

5 E(2—36r+cr2 —,6’+2a,8—a2,6’)

,8[(2a— 20° [ -af? + 2a2,82)

—0’2—20’,3+3a’2,3—2,32 +4a’,32—30'2,32 +ﬁ3_2aﬂ3 +a2ﬂ3

m =|-

a g -1)

_02_Zaﬂ+&r2ﬁ_2ﬁ2+4aﬂ2_3a2ﬂ2+ﬂ3_2aﬁ3 +02ﬂ3

_a,Z —20’,3+3a’2,3—2,32 +4aﬂ2 _3a2ﬂ2 +ﬂ3 _20'[33 +a2ﬂ3
Under the assumption thax = 8 = 001 the state transition matrix can be evaluated as:

099 001 0
P=| 00099 09802 0.0099
0.000099 0.019603 0.98029

Therefore, the steady state vector is approximately

T= (0.39839439 0.40040654 0.20119916)

Of course both equationd = 71[ P and1= 77, + 77, + 77, hold true for these? and P .

2
Finally, the mean utilizatiorii o) -
i=0

2
i) =0, +107 + 2001,
i=0
= + 20,
= 0.40040654 + 2 [0.201199186
=~ 0.80280476

In the long-run average we will detect about 0sksan the system which means that the averagetéwats to

be approximately as low as 40%.
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Problem 3 (Bonus)
In another problem discussed in the tutorial we developed the following matrix of a TH-DTMC:

1 0 0 0 0
b(0L p)  b(1L p) 0 0 0
P=| b(02p) b(12p) b(22 p) 0 0

ooNp) bEN.B) BN BEN.E) - BN,

n -
where pD(O,l) is a parameter, b(k; n, p) = K p* [ﬂl— p)n “is the distribution function of the

binomial distribution and P is an (N +1)><(N +1) matrix. Use p = 0.3, N =10 and the initial state
vector 77, =(00000000001).

Print 77, = 1, [P = 11, [P for k D{ 12,5,810} . Write a progranvscript using a suitable mathematics
package (maxi ma/ xmaxi ma, GNU oct ave, sci | ab) or in your favorite programming language.

The trial version of Maple 8 offers a great variefymathematical functions. Especially vector analtnr
computations, as needed for that bonus problembeamplemented with just a few lines.

After defining a functionb , the distribution function of binomial distributipthe construction of the matrix
P can be performed. Nexty,, is filled with its initial values. The last line®mpute7t,, 77,, 7T, 7Ty, 7T;,.

[> with(LinearAlgebra): p := 0.3: N := 10:
[) b := (k , n ) -> binomial(n ,k )*p"k *(1.-p)"(n_-k ):
[> P := Matrix(N+1, N+1, 0.):
> P[1,1] := 1.:
for i from 2 to N+l do
for j from 1 to i do
Pi,3] := b(§-1, i-1);
od;
od
> pi0 := iﬂfector[row](lhl, 0): piO[H+1] := 1.:
for k in [1,2,5,8,10] do
pik = (pi0 . P"k):
printf("%3d : ( ", k),
for i from 1 to N do printf("%010.8f, ", pik[i]), od;,
printf("%010.8f )\n", pik[H+1])
od;
>
[ 11 Element Row Vector |
ik = Data Type: foat[8]
Storage: rectangular
L Crder: Fortran order
1 [ D.02824752, 0.12106082, 0.23347444, 0.26682793, 0.20012095, 0.10251935, 0.03675691, 0.00500169, 0.00144670, 0.00013778, 0.00000550 )
[ 11 Element Row Vector |
pik = Drata Type: float[8]
Storage: rectangular
L Crder: Fortran erder
z [ 0.38941612, 0.38513682, 0.17120705, 0.04520625, 0.00762416, 0.00092858, 0.00007653, 0.00000433, 0.00000016, 0.00000000, O.00000000 )
[ 11 Element Row Vector |
e Data Type: float[8]
Storage: rectangular
L Crder: Fortran order
5 [ 0.97596401, 0.02377370, 0.00026060, 0.00000165, 0.00000001, 0.00000000, 0.00000000, ©0.00000000, 0.00000000, 0.00000000, O.00000000 )
[ 11 Element Row Vector |
e Drata Type: float[8]
Storage: rectangular
L Crder: Fortran_erder
8 { 0.9993440%, 0.00085571, 0.0000001%, 0,00000000, 0.00000000, 0.00000000, 0.00000000, 0.00000000, 0.00000000, 0.00000000, O.00000000 )
[ 11 Element Row Vector |
pik = Data Type: float[8]
Storage: rectangular
L Order: Fortran order
10 : [ 0.99994085, 0.00005805, 0.00000000, 0.00000000, O.00000000, 0.00000000, 0.00000000, 0.00000000, 0.00000000, 0.00000000, O.00000000 )
[>

Performance Evaluation Techniques 9
summer term 2003



